
June 5, 2025 

The Honorable John Thune 
Majority Leader 
U.S. Senate 
Washington, D.C. 20510 

The Honorable Ted Cruz 
Chairman 
Senate Committee on Commerce, Science, and 
Transportation 
U.S. Senate 
Washington, DC 20510 

The Honorable Chuck Schumer 
Minority Leader 
U.S. Senate 
Washington, D.C. 20510 
 
The Honorable Maria Cantwell 
Ranking Member 
Senate Committee on Commerce, Science, and 
Transportation 
U.S. Senate 
Washington, D.C. 20510 

Dear Majority Leader Thune, Minority Leader Schumer, Chairman Cruz, and Ranking Member Cantwell: 

We are writing to express our strong objections to the section of H.R. 1 that would impose a sweeping ten-year 
moratorium on state and local enforcement of their own artificial intelligence (AI) laws and regulations.1  

As part of being the global AI leader, the United States must take the lead on identifying and setting common 
sense guardrails for responsible and safe AI development and deployment. To prevent states, including our state 
of California, from enforcing state AI regulations that provide such guardrails particularly without any 
meaningful federal alternative is inconsistent with the goal of AI leadership. 
that the United States will be unable to lead the world in AI if states identify and implement measures to protect 
their citizens from potential AI harms is misguided.2 It wrongly accepts the premise that identifying and 
addressing AI-specific risks and harms and imposing guardrails is counterproductive to being the world s AI 
leader. Nothing is further from the truth. Common sense AI guardrails can propel innovation by building trust 
with consumers and future users, while promoting a fair, open, and competitive playing field.  

California is the fourth largest economy in the world in part because innovative technology companies, 
including , call the state home. As a hub of AI activity, our state has 
been a national leader in ensuring that innovation and competition thrive alongside common-sense safeguards, 
starting with transparency. In our increasingly digital world, AI and other emerging technologies are rapid 
disruptors. To place a ten-year hold on state and local enforcement of their own AI laws, especially without 
federal alternatives, exposes Americans to a growing list of harms as AI technologies are adopted across sectors 
from healthcare to education, housing, and transportation. The resulting regulatory gap created by the AI 
moratorium in H.R. 1 would decimate the good work that California and other states, led by both Democrats 
and Republicans, have done, such as: 

requiring transparency regarding training data or the use of AI to communicate with patients in medical 
settings3 

 
1 H.R.1, Budget Reconciliation Bill  Committee Print, Title IV  Committee on Energy & Commerce, Subtitle C  Communications, 
Part 2, Section 43201 (c) & (d), Providing for reconciliation pursuant to H. Con. Res. 14.  Our concerns about H.R. 1 go far beyond this 
provision, but the point of this letter is to focus on the 10-year moratorium on enforcement of State AI laws. 
2 See Anu Bradford, The False Choice Between Digital Regulation and Innovation, 119 Nw. U. L. Rev. 377 (2024). 
https://scholarlycommons.law.northwestern.edu/nulr/vol119/iss2/3. 
3 CA A.B. 3030 Health care services: artificial intelligence. https://legiscan.com/CA/text/AB3030/id/2965727. 












